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To perform complex tasks, continuous queries in RDF Stream Processing can combine RDF streams and quasi-static background data, as depicted in Figure 1. While the former is pushed in the query engine, the latter is pulled from the repository. In the following, we focus on the cases where background data is stored remotely and can be accessed through the SERVICE clause. That means, background data are retrieved from SPARQL endpoints, or from Web APIs through OBDA techniques.

Existing engines usually retrieve the background data at each new iteration. But as soon as the background data volume increases, the cost to retrieve them increases as well, and consequently engines are at the risk of becoming unresponsive. For example, the C-SPARQL engine delegates the evaluation of the SPARQL operators to the ARQ engine\(^1\): SERVICE clauses are managed through sequences of invocations to the remote endpoints. In this way, they generate high loads on remote services and suffer from slow response time.

Instead of pulling data from remote SPARQL endpoints at each evaluation, a possible solution is to store the intermediate results of SERVICE clauses in local views inside the query processor. This idea is widely adopted in databases to improve the performance, availability, and scalability of the query processor [2]. However, the freshness of the local view degrades over time because background data in the remote service can change and the updates are not reflected in the local view. To overcome this issue, a maintenance process is introduced: it identifies the out-dated (namely stale) data items in the local view and replaces them with the up-to-date (namely fresh) values retrieved from the remote services.

In this work, we present the requirements that leads the design of maintenance processes (MP), to help researchers and developers of the RSP community in defining new solutions and optimizing existent RSP engines.

**Analysis of the Problem.** Database community widely studied the local view maintenance problem; however, the Web setting introduces new challenges, which we present in the following. The main differences are 1) data is owned by
different entities in the distributed setting; 2) there are no update streams – streams bringing content changes.

**R1: Data Access Constraints.** When data are retrieved from Web APIs, MP should take into account the remote service constraints. In particular, MP should consider the data access patterns (R1.1), i.e., it is only possible to access data through sets of pattern that conform to the API definitions; the access rate (R1.2), i.e., there are time constraints on the pulling requests that can be submit.

**R2: Quality of Service (QoS) Constraints.** The introduction of local views that become stale causes approximate results. Users can be interested in supplying several QoS constraints, such as query response time and the accuracy of the answer. The scope and frequency of the MP should take into account those QoS constraints (R2.1). However, there are cases where it is not possible to achieve the goal: when it happens, the maintenance process should raise alerts to the query processor (R2.2).

**R3: (Dynamic) Change Rate Distribution.** The MP should consider the fact that different elements in background data change over time at different rates (R3.1), e.g., the follower number of a famous music artist changes more often than that of a PhD student. Moreover, the change rate of elements can vary over time, e.g., the follower number of a user changes more often during Twitter activity peaks and less often otherwise. Therefore, the MP may consider the dynamic change rates (R3.2).

**R4: Query Features.** Joins may pair streaming and background data. The MP may exploit this unique feature to optimize the maintenance. Specifically, the MP may exploit the sliding window definition (R4.1): at each evaluation, part of the window content does not change (as the window slides), which can be used to select the local view elements to be maintained. The MP may also consider the join selectivity (R4.2) to find the most influential data elements on the response accuracy.

**Initial Solution and Results.** In [1] we proposed the Window-Based Maintenance policy (WBM), an initial solution to the problem presented above. WBM is a query-driven maintenance policy, which selects the mappings involved in the current query, from which it picks the ones to be refreshed. The intuition behind WBM is to prioritize the refresh of the mappings that are going to be used in the upcoming evaluations and that allows saving future refresh operations. WBM considers the locality effect created by the window and identifies expired data more precisely by estimating their change rates. Our initial evaluation shows that our solution outperforms a set of baselines by up to 13.5%.
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