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Abstract. This Expression of Interest describes our work in the RDF stream Processing area. We explain our approach to enable rule-based incremental reasoning based on the RETE algorithm.

Processing data streams has received an increasing interest in the semantic web community over the past few years, creating a new research area called RDF Stream Processing. Extensions to the RDF data model and to the SPARQL query language were proposed to enable processing of continuous flow of data, with engines that can provide real-time answers to registered queries [1][2][3][4]. However, little work has been done to enable background reasoning over streaming data [5], which can largely limit the expressiveness of these systems.

We have been working in the stream reasoning area since 2011. We mainly focus on the reasoning aspect, aiming to enable rule-based reasoning over dynamic RDF data as continuously running data flow networks. Our system provides native support for RDF streams using low-level operators directly applied to them. This approach – as opposed to the black-box approach used in many RSP systems- offers maximum optimization opportunities, which have a major impact on the performance of the system in terms of the response time, memory consumption, and completeness of results.

We employ an extension to the RETE algorithm [6] for pattern matching. In this processing model, rules are translated into RETE networks, where nodes represent pipelined, non-blocking operators, and edges represent the streaming data flow. As RETE algorithm materializes partial matches in alpha and beta memories, it provides natural support for incremental reasoning in a data-driven manner. However, unlike the original algorithm, we apply the concept of sliding windows over the alpha and beta memories to control the size of intermediate results. This approach enables stream reasoning on a fine-grained level. All operators are working on a stream-to-stream basis, i.e., they consume streams as input and produce streams as output, which should result in a highly reactive system.

We implemented a prototype stream reasoning engine that receives rules from the user, evaluates them on RDF streams and provides results continuously. Besides background reasoning, our system also supports domain-specific rules. We chose RIF [7] –with a simple extension to represent windows- to express those rules. In the RIF document, the user can specify if any type of background reasoning is required. Our system currently supports RDFS+ reasoning, with plans to support OWL 2 RL.
The system was examined using a real-world streaming data set from the Channel Coast Observatory\textsuperscript{1} sensor network. We tested the functionality of the system against a number of rules that range from simple pattern matching to more complex use cases. To evaluate the efficiency of our approach and to emphasize the effects of dynamic reasoning, we compared our system to the static Jena\textsuperscript{2} reasoner in terms of processing time. We observed that Jena performs slightly better with small datasets (10\textsuperscript{4} triples), while our system significantly outperforms Jena with larger datasets. We are currently running experiments to compare our system to other state-of-the-art RSP systems that support background reasoning, namely Etalis \textsuperscript{3} and Sparkwave \textsuperscript{9}. We also examined the effects of varying window sizes on the completeness of results and the effects of operator sharing between rules on the memory consumption.

Our next step is to address the optimization problem. As rules and queries are long-running in a streaming environment, and as streaming conditions may change during the life of the running rule, the system needs to support adaptive optimization. To the best of our knowledge, CQUELS \textsuperscript{2} is the only RSP engine that supports adaptive optimization. It uses the Eddy operator \textsuperscript{10} that enables a fine-grained per-tuple optimization. We argue that this approach would be very expensive for the RDF model, in which an RDF graph—or stream—consists of a large number of small triples compared to the relational model where a smaller number of tuples are composed, usually of more than three attributes. Holding statistics and choosing a route order for every small triple would cause a big overhead. In our ongoing work, we opt for more coarse adaptivity at an intra-query level.

We believe that incremental reasoning is a demanded feature in the RSP area, as indicated in a recent review \textsuperscript{11}. We also believe that participating in the RSP workshop and discussing our approach with the community group members will improve and refine our work.
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