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USE CASE 1: UL
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0 WebRTC is not very suitable for Uplink streaming. Developers use the traditional RTMP
method.

O WebRTCAZRBEEZ, s, £, B IMBEF KR EITXWeb/ ZEHER, FFAE REMNTT
RTMPHFERILZ A,

O HLS as the Downlink streaming, WebTransport
O HLSTER T1TFER, WebTransportBES iR R o) &R

O Unable to transparently transmit H.265 video, leading to use WebSocket and to implement
varied proprietary methods
Q FXE: FTAEBEMPEG H.265, kAR A WebSocketfl & EBFE X

0 WEAK NETWORK: The adaptive mechanism does not have developer—friendly flexibility; Not
all scenarios have the priority for lower latency, some need high—quality video

Q55 BECHGIAREFREFREE; IWEHESRR? NERENTEENX, XSERERITEI



USE CASE 2: COMPL.TASK
STREAMING
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0 Complex tasks such as ChatGPT and AIGC, the user waiting time can reach 50-150
seconds
O ChatGPTHIAIGCEE It HESS, WebAFHFME50-1507)

O The waiting time is too long. There is a streaming mechanism (40% of the generation
is rendered first, and the remaining 60% can be expected)

O EMFERHA, BEREBEEMWebiRLIELR? (40/60/EN)
0 Example: flexible application of streaming mechanism brings high experience

O Acquisition. No intention to introduce into W3C and community. The mechanism could
be helpful for web developers. ( existing web spec. Pipeline?)



USE CASE 3: COMPL.TASK
DISTRIBUTION - Intro.

WebGL/WebGPU distributed rendering is a distributed 3D rendering technology, similar to grid
computing, which allows multiple computers or devices to work together to complete complex 3D
rendering tasks. In distributed 3D rendering technology, each computer or device can become a node.
Data exchange and communication between nodes can be carried out through a central node to jointly
complete the graphics rendering task.

Ex.: Unity application renders in the cloud. It splits the rendering task and schedules it to multiple GPU
devices to render and merge the rendering results, and finally pushes the rendered image to the user
through the video stream.

Distributed WebGL/WebGPU technology can be applied to fields requiring high—performance graphics
rendering, such as virtual reality, game development, scientific visualization, architectural design and
other fields. By distributing rendering tasks to multiple computers or devices and making full use of GPU
resources, you can accelerate the speed of graphics rendering, improve the quality of rendering, reduce
the load on a single computer or device, and improve the reliability and stability of the system.



USE CASE 3: COMPL.TASK
DISTRIBUTION - Facts
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WebGL/WebGPU

Due to limited terminal hardware resources, it is impossible to run large 3D applications on the Web or
the runtime performance is poor. The common practice is to cloud 3D applications on remote servers
through virtual machines or application containers, then transmit video streams, and finally present
them to the front end through

WebRTC/WebTransport and other technologies.

The cost of 3D application cloudization is high, and it relies on heavy components such as WebRTC,
which makes network deployment more troublesome and more suitable for ultra—large applications.
For small and medium-sized applications, the ROI is relatively low.



USE CASE 3: COMPL.TASK
DISTRIBUTION - GAP ANALYSIS
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O node discovery, registration and task scheduling

Each node can register the current machine GPU hardware information, load status, etc. to the central
node. Each node can initiate tasks and then be scheduled by the central node.

Note: GPU hardware information acquisition involves privacy information, which is not supported by the

current browser.

Q WebGL/WebGPU rendering split

Currently, the GPU pipelines supported by WebGL/WebGPU include Render Pass and Compute Pass.
Only native GPU can be applied. Consider supporting Distributed Render Pass and Distributed Compute
Pass, scheduling expensive rendering and computation to other machines for collaborative rendering and
computation, and finally merging the rendering results and rendering them to the browser.



USE CASE 4: Ubiquitous
Computin

B EARG4: ZEITEER

Clould—-edge—mobile coordination explainer
Ubiquitous computing

O Large internet enterprises are designing proprietary solution for in—house micro—
service platform; WASM/JS/Deno computing models have lower awareness.

O Proprietary product will be used for the runtime of its own business deployment;
benchmark: CF and other products



USE CASE 5: NetInfo
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0 Example: L4S

a 3GPP, IETF, W3C

Developers need a practical and end-to—-end solution, rather than technologies implemented in
different standard bodies; W3C is the place to expose developer—friendly interface to dig out the
NETWORK functions (UL/DL, signal strength in data field, congestion statics data field)



USE CASE 6: Web 3
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O Background: Web3 is the future Internet based on the decentralized blockchain, and in the
blockchain, all read and write transaction data are recorded in a distributed ledger. Due to
the characteristics of the blockchain's multi—-center, distributed and multi—-party consensus
mechanism, hard to query and analyze transactions.

Q Web front—end: based on the html tag attribute of the user DID (Decentralized Identifier) web
front—end, route the user's transaction data cache center [DID is built by the distributed
blockchain network node, and the DID generation node is responsible for caching the
transaction data of the corresponding user DID]

Q EFHAHFDID (Decentralized Identifier) webglishtmIinzE M, EHEBFHRSEIEEFH0

[DIDE 2 U XIREEMETT 952, DIDAEMT RIAREFXNAFDIDIR S EIE]

[ User transaction data cache center: build user blockchain transaction data index based on
user DID generation center, which can improve the efficiency of data query and analysis, and
support faster data query. ETFHFPDIDAKF/OE AP XIRBERGHIERS|, ATIRSEUERN
B DITNER, IFEMNRRNHIES A,






