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Authorizations and obligations are keystones
of data handling. On one hand there are
ambiguous links between authorization and
obligations. On the other hand a clear sep-
aration between both concepts is necessary
to improve readability and to avoid inconsis-
tencies.
This position paper focuses on authorizations
necessary to enforce obligations. Such au-
thorizations are necessary to prevents over-
diligent data controllers from “overdoing”
their obligations to the extent that they be-
come a nuisance to the data subject. This
problem is discussed from a legal perspec-
tive and is addressed in a technical solution
that keeps a clear separation between autho-
rizations and obligations.

1 Introduction

Protecting privacy-sensitive information by means
of policies involves a combination of access control
and usage control policies. Whereas access control
specifies the conditions to be met by a prospective
data controller before the data is revealed, usage
control specifies how the data is to be treated af-
ter it is revealed. Usage control restrictions can be
further divided in authorizations and obligations,
where

• an authorization is the right to perform a cer-
tain action on the data, e.g., forwarding the
data to selected business partners. Executing
an action that is not explicitly authorized by
the policy is a violation of the policy. Not exe-
cuting an authorized action, however, does not
violate the policy.

• an obligation is the duty to perform a certain
action, e.g., deleting the data after a certain
amount of time. Not executing an obligation

imposed by the policy is a violation of the pol-
icy.

While the above definition may give the impres-
sion that authorizations and obligations are sepa-
rate, orthogonal parts of a policy, in fact, a number
of subtle dependencies can arise between them.

1. An obligation to perform a certain action can
often be rephrased as the authorization to per-
form a complementary action. For example,
the obligation to delete the data within one
month could also be expressed as the authoriza-
tion to store the data for at most one month.
Vice versa, an authorization for a certain action
can be seen as the obligation to not perform
any complementary actions. For example, the
authorization to use data for a specific purpose
is equivalent to the obligation not to use the
data for any other purposes.

The PrimeLife Policy Language (PPL) [3, 5]
avoids this issue by strictly separating the vo-
cabularies for authorizations and obligations,
so that no action defined in one vocabulary has
a complement in the other vocabulary. SecPAL
for Privacy [1] does not separate vocabularies
and requires each obligation to be explicitly au-
thorized.

2. The execution of an authorized action may
trigger the execution of an obligation. For ex-
ample, a policy could state that each access to
the data for a particular purpose (authoriza-
tion) needs to be logged (obligation).

3. Adhering to an obligation requires that the
data controller is also authorized to do so. For
example, an obligation to notify the data sub-
ject when the data is accessed requires that the
data controller is actually allowed to contact
the data subject.
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This position paper focuses on the latter depen-
dency between authorizations and obligations. In
particular, we give a legal perspective (see Section
2) and a technical solution (see Section 3) to pre-
vent over-diligent data controllers from “overdoing”
their obligations to the extent that they become a
nuisance to the data subject or degrade the qual-
ity of service. For example, a data subject who
insists to be emailed access reports for its data at
least once per year may experience daily emails as
spam. Worse even, the exaggerated enforcement of
the obligation largely defeats its original purpose of
giving the data subject an overview of the accesses
to her data.

2 Legal Aspects

Legal compliance often requires an authorized en-
tity to meet certain obligations when processing the
information, it has been given authorization for.
Such requirements can be of contractual nature, but
often are also required by law directly. Typical sce-
narios for such obligations are in the field of process-
ing personal data, where data protection regulation
applies. Although the latter is in the focus of this
paper, this may also apply in many areas of infor-
mation regulation such as copyright or protection
of business secrets, to name a few.

A standard use case for this could be taken from
the area of credit scoring. While the legal frame-
work for credit scoring holistically would be reach-
ing to far for this paper and implementations vary,
we will consider the following as giving. In credit
scoring a scoring company is provided with a set of
relevant information on loans, credit cards and bank
accounts in a regular basis by the providers of the
latter. Based on this data it calculates probabilities
and risks of nonpayment, based on its statistical
empirics. This information is then given to a party
before entering into a contract with the person the
data is collected on (the data subject). It such sus-
tains confidence in the contract for the former party
and makes it easier to calculate the risks involved.

European Data protection law (ie. member states
implementations of the privacy directive 95/46/EC)
prohibits the processing of such personal data un-
less a specific legal basis is provided. The legal basis
for such processing and accessing of information is
usually of contractual nature or based on consent
by the data subject. In other words the latter con-
sented that the company doing the credit scoring
would be provided with the information mentioned

beforehand by the parties involved, and equally ac-
cepts access to this information for entities consid-
ering to enter into a contract with the data subject.

Obviously erroneous data in this data in this data
set, can have a high impact on the data subject
therefore the correctness is of high relevancy. Due
to the fact, however that the data is not collected
from the data subject itself, nor is it usually trans-
mitted to her, the system is prone to errors. A re-
cent study indicates that only little more than half
of the data subjects scored with the largest German
credit scoring agency contain no errors [4].

An easy approach for reducing such errors would
be to regularly inform the data subject on changes
in the data set. Depending on the activity of the
data subject, these changes could appear quite of-
ten, which yields the risks, that the data subject
would loose track of the changes and would ignore
it, similar to spam. Similar difficulties has been
shown for SSL warnings, cf [6]. It may therefore in
this case be sensible to attach an obligation to the
policy for the credit scoring data, that the data be
sent to the data subject on a regular basis, but not
too often.

Again this processing would call for a legal basis,
as this again is processing of personal data, with an-
other specific purpose. This in turn would not only
give the right for such processing to the processing
entity, but would usually be a legally binding obliga-
tion to this party. One legal basis could be the law,
even in the near future, as including a legal obliga-
tion for informing data subjects are currently under
consideration [2]. Another option could be contrac-
tual. In this case a credit scoring company could de-
rive market advantage by ensuring the data subjects
be informed about the information stored by them.
Thus the information would allow higher quality,
while strengthening control and transparency for
the data subjects.

A number of problems attached to this problem,
however, cannot be discussed herein. For example,
what if an individual does not want to be informed?
Might she have a ”right to not know”? In the case
of the results of health exams, such rights have been
constructed previously. Another question is the one
of identification of the data subject when transmit-
ting the data, cf. [7]. Providing the wrong person
with information on the data subject may yield se-
rious consequences for the processing entity, includ-
ing, but not limited to, liability.
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3 Technical Aspects

3.1 The PrimeLife Approach

The PrimeLife Policy Language (PPL) defines a for-
mat in which a data controller can specify its data
handling policy, describing how it intends to treat
personal data item after it is received, and a for-
mat in which a data subject can specify her prefer-
ences, describing how she expects her personally to
be treated after it is transmitted. Moreover, PPL
defines an automated matching procedure by means
of which the data subject can test whether a pro-
posed data handling policy is compatible with her
preferences.

Both a data handling policy Pol and preferences
Pref consist of a set of authorizations Auths and
a set of obligations Obls. Two individual autho-
rizations or individual obligations can be compared
against each other by means of a partial order
“more permissive than” (D) that is defined over
the vocabularies of authorizations and obligations,
respectively. Authorizations and obligations can
be parameterized. For example, the authorization
UseForPurp(P ) takes the set of purposes for which
the data is intended (in the policy) or is allowed
(in the preferences) to be used as a parameter. The
obligation DelWithin(t) takes the time within which
the data will or has to be deleted as a parameter,
while the obligation NotifyAtFreq(f) specifies the
minimal frequency at which usage reports have to
be or will be sent to the data subject.

Matching individual authorizations or obligations
usually involves comparing parameter values. For
example, we have that

UseForPurp(P ) DUseForPurp(P ′) ⇔ P ⊇ P ′

NotifyAtFreq(f) DNotifyAtFreq(f ′) ⇔ f ≤ f ′

DelWithin(t) DDelWithin(t′) ⇔ t ≥ t′ .

A policy Pol is said to match preferences Pref ,
denoted Pref D Pol , if and only if for all autho-
rizations in the policy there is a more permissive
authorization in the preferences, and for all obliga-
tions in the preferences there is a less permissive
obligation in the policy, or more formally,

Pref D Pol ⇔
(∀ A′ ∈ Pol .Auths · ∃ A ∈ Pref .Auths ·ADA′)

∧ (∀ O ∈ Pref .Obls · ∃ O′ ∈ Pol .Obls ·O DO′) .

(1)

3.2 An Improved Approach

As stated before, PPL avoids some of the depen-
dencies between authorizations and obligations by
keeping their vocabularies strictly separate, ensur-
ing that obligations cannot also be expressed as au-
thorizations for a complementary action and vice
versa. Moreover, this separation of concerns sim-
plifies policy matching. Also, PPL implicitly as-
sumes that by proposing (imposing) an obligation
in the policy (preferences), the data controller (data
subject) also implicitly requests (grants) the autho-
rization to perform the action needed to adhere to
the obligation. We will make the same assumptions
in the approach presented here.

In spite of these assumptions, however, PPL does
not solve the specific issue of data controllers be-
coming a nuisance to data subjects by overdoing
their obligations. For example, a policy commit-
ting to send the data controller usage reports at
least once per month matches preferences requiring
it to do so at least once per year, because the pro-
posed behavior is included in the expected behav-
ior. Moreover, the data controller can notify (i.e.,
spam) the user on a daily basis without violating
the policy.

3.2.1 Individual obligations.

The key observation here is that the problem
arises because of data controllers deviating from the
stated obligation parameters on the side of more
privacy-friendly, but possibly more annoying values.
The solution we propose is therefore that obliga-
tions, rather than specifying only the least privacy-
friendly permitted value for each parameter, specify
the full range of permitted values. A small range
can be described simply by exhaustively enumerat-
ing its elements. If the range is a contiguous in-
terval, it is most efficiently represented by its end-
points. For example, a data subject’s preferences
could contain the obligation

NotifyAtFreq({f : once per year ≤ f ≤
once per 3 months}) ,

specifying that the user wants to be notified at least
once per year, but at most once per three months.
To match it against a corresponding obligation in
the policy, one has to verify that all frequencies
allowed by the policy are also allowed by the pref-
erences. For example,

NotifyAtFreq({f : once per year ≤ f ≤
once per 6 months}) ,
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Permissiveness

Obligations

d = now + 5 years

d = now + 1 year

d = now + 6 

months

d = now + 

1 month

d = now + 1 week

d = now

f = once per week

f = once per day

f = three times per 

year  

f = once per month

f = once per year  

Delete at date d Notify at

frequency f

Privacy Policy

Privacy Preferences

Match

Mismatch with 

possible SP

Mismatch 

without SP

d = never f = never

f = once per hour  

Opolicy:
DeleteAtDate(d), 
  now+1M ≤ d ≤   
    now+6M
  

Opref:
DeleteAtDate(d’), 
  now ≤d’≤ now+1Y
  

⊴
 

Opolicy:
NotifyAtFreq(f), 
  3/Y ≤ d ≤ 52/Y  

Opref:
NotifyAtFreq(f’), 
  1/Y ≤ d’ ≤ 12/Y
  

⊴
 

Figure 1: Examples of matching and mismatching obligations

matches the preferences, but

NotifyAtFreq({f : once per 6 months ≤ f ≤
once per month}) ,

does not match, because the data subject does not
want to be bothered by monthly reports.

Figure 1 provides a graphical representation of
matching and mismatching obligations with one pa-
rameter. In general, our approach suggests to con-
vert any obligation O(p) with parameter p ∈ Π into
an obligation O(P ) with parameter P ⊆ Π, where
P denotes the range of permitted values. Matching
is defined by

O(P ) DO(P ′) ⇔ P ⊇ P ′ . (2)

This definition naturally extends to obligations
with multiple parameters O(p1, . . . , pn) from pos-
sibly different domains Π1, . . . ,Πn. Namely,
our approach converts it into a new obligation
O(P1, . . . , Pn) where Pi ⊆ Πi specifies the range
of permitted values for pi. The obligation can be
matched by checking

O(P1, . . . , Pn) DO(P ′
1, . . . , P

′
n) ⇔

P1 ⊇ P ′
1 ∧ . . . ∧ Pn ⊇ P ′

n .
(3)

In fact, matching definition (3) can be seen as a
special case of definition (2) by viewing the vector
p = (p1, . . . , pn) as a single parameter and taking
the Cartesian product P = P1 × . . . × Pn as the
range of permitted values for p.

3.2.2 Sets of obligations.

Above, we argued that data controllers adhering to
stricter obligation parameters than necessary can
be experienced as a nuisance by data subjects. We
therefore replaced simple parameter values with
ranges of values, which affected the matching def-
inition of individual obligations. By the same rea-
soning, data controllers adhering to more obliga-
tions than necessary can also be experienced as a
nuisance. We propose a similar solution that will
affect the overall matching definition (1) of prefer-
ences against policies.

The direct analog of our solution for obligation
parameters would be that, instead of specifying
a set of obligations Obls, preferences and poli-
cies specify ranges of sets of obligations OBLS .
Matching preferences and policies would then in-
volve checking that for every set of obligations
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Obls ′ ∈ Pol .OBLS in the policy there exists a set
of obligations Obls ∈ Pref .OBLS in the preferences
such that Obls DObls ′.

This approach gets unwieldy for even simple poli-
cies, so we propose an alternative mechanism here.
Rather than containing a single set of obligations,
both the preferences Pref and the policy Pol specify
a set of mandatory obligations MObls and a set of
optional obligations OObls. The semantics are that
the data consumer insists that the obligations in
Pref .MObls are adhered to, and can live with ad-
ditional obligations Pref .OObls being adhered to.
In the policy, the data controller commits to ad-
hering to obligations Pol .MObls, and may or may
not adhere to obligations Pref .OObls. Effectively,
the sets MObls and OObls describe an “interval” of
permitted sets of obligations that can vary between
MObls and MObls ∪ OObls. The overall matching
definition is now given by

Pref D Pol ⇔
(∀ A′ ∈ Pol .Auths · ∃ A ∈ Pref .Auths ·ADA′)

∧ (∀ O ∈ Pref .MObls · ∃ O′ ∈ Pol .MObls ·O DO′)

∧ (∀ O′ ∈ (Pol .MObls ∪ Pol .OObls)

· ∃ O ∈ (Pref .MObls ∪ Pref .OObls) ·O DO′) .

(4)

4 Conclusion

This position paper shows that implicitly assum-
ing the authorization of enforcing obligations may
threaten privacy. We present an approach that
solve this issue while keeping a clear border between
obligation and authorization vocabularies. Autho-
rizations to enforce obligations are integrated by
specifying the set of acceptable values for each obli-
gation parameter.
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