W3C COI Meeting Minutes – 3-4-2008

Scribe: Rachel Richesson

Update on LOINC  … last topic on IRC minutes. Rachel take over scribe.
Vipul: uploading Parsa’s and Jypti’s mappings to wiki and IRC.
Jypti: working on realist approach. Still trying to grasp models for this exercise. Others (Alan & Holger) have been out; hope to do more in next week or two.


Parsa: What is a realist approach? OBO?
Jypti: Yes

Stan Huff: Joins. Apologies he has been absent but remains interested.

Parsa Mirhaji: Topic: “Representation of Diabetes patient using Healthcare MetaModel”

Parsa: Goal of this work and model was desire to find ontology/meta-model to integrate clinical information across systems & standards. Want to acct for pts., visits, encounters; diseases, signs & symptoms, diagnoses, labs, ...  Also, modifiers such as body locations. And want to represent temporal relationships across entities.


This model must map to standard vocabularies., and easily map to other standard ontologies. These are the goals of the model.

Vipul: Model should also support the requirements of project scope – recruiting pts, etc.

Parsa: created meta-model that at high level shows how things can be modeled.

3 components: Patients, Encounters, Observations. Observations include all items of clinical interest – e.g., clinical observations, diagnostics, labs, procedures, ...


Each observation happens within an encounter. Encounter Includes pat visit, episode, study visit. Observation can exist w/out encounter. E.g., patient reported history of event not associated with an encounter. Observations can be modified – e.g., shape, severity, grade, degree. We may not agree w/ term labels but that can be changed.

Negation is special kind of qualifier/modifier.

Observations are modeled like panels in laboratory domain. Lots of procedures/observations can be associated w an encounter.

Vipul: constraints on modifiers?

Parsa: See next slide. This is a metamodel. Does not go deep into detail. Assumption is that we will match this to an ontology such as GALEN.

None of these classes are disjoint. Observable entities have value and units attached. Borrowed approach from GALEN on refining clinical lab tests. Could adopt vocab from LOINC (system, property, units, etc.)  GALEN does have an OWL representation, but Parsa does not believe the lab test model is extensive. Parsa would prefer mapping lab information directly to LOINC 6-component model, which is more specific.


Parsa: does have a OWL representation of LOINC. He will find the model and send to group; post on wiki. GELLO codes exist as a coding algorithm.  Each LOINC code maps to a UMLS code.
This meta-model can be specialized to capture medication (including dose, drug forms, etc.)

Vipul: For group - Any quest up to slide 3?

Eric P- Negation in slide 1. Does that mean: if we see the word “not”, we  choose opposite (meaning of vocabulary word)?

Parsa: If narration says patient rejected to take medication, how represent? It is not that clear about how to represent negation in a formal way. This will be an area requiring thought and discussion. We should deal with representation first, then deal with interpretation.

Eric P - In RDF, model as monotonic. Once model the data, you never take it back. So this negation might be difficult.

Vipul: OWL does support negation but how? 

Parsa: Real world is very complicated. Patient might report something false. Real wold – if important things to represent we need to agree on how to do that.

Eric P: just wants to point out that this might be a problem in RDF. No further discussion on this needed at this point.

Vipul: 2 facts (observations) do not “negate” each other, even in if content disagrees because each observation has unique time associated with it. But, in terms of interpretation, we will have to write rules to account for temporal reasoning to pick one observation that meets eligibility criteria. This is a big temporal reasoning area, as well as addressing other context.

Parsa: Reminder to everyone that this meta-model is an early effort. We will need to work out these aspects of reasoning later.
Model does show (slide  4) that observations/encounters are related to time.


Suggests using OWL ontology for time. Divides temporal things into instances or intervals. An instant is also an interval. Posted at: Time:  http://www.w3.org/2006/time#
This OWL time model has 13 relationships between things (e.g., before, during, after, inside, etc.) It can handle things with un-known start, stop times, and whose duration extends past the time of an encounter. This is very flexible.
Helen: How deal with patient history?

Parsa: See slide 1. Observation can exist without encounter. And then observation (which is a temporal thing), it can convey time aspects.
Helen: Reasoning in OWL or will rule engine be needed?

Parsa: Probably need reasoner. Has some papers and references, but not certain. Helen agrees that rule engine will probably be needed.

Parsa: should be open source.

Helen: should exist, might be a general rule engine and not just time-specific.

Parsa: Slide 5. Vocabulary. Might be controversial so won’t talk long. He conceptualizes vocab as separate from ontology.  RDFS ontology already talks about vocabulary structure and building dictionaries. Nesting is issue. This vocab model will have to talk about relationships between terms (broader narrower, synonym). Should be able to point to / deal with multiple vocabularies. Mappings would support “cross-querying” across data to find relationships 

Eric P: When query 2 terms for code, do you get UMLS code? 

Parsa: You could but could also get from SNOMED or other vocab.

Helen: Haven’t you made the coding system explicit? If so, you could add lots of graphs to same concept.

Parsa: Want to dis-associate mapping. You don’t want to “marry to a vocab.” Separate vocabs from model, and have ways to map between them ad-hoc as needed real-time if you want.

Helen: yes – might want to use lots of vocabularies to increase # of graphs.

Vipul: The boundary between information model and vocabularies is a current discussion area, specifically being addressed by HL7 Term Info group. Maybe represent all these things in OWL.
Helen: Archtypes from open EHR– isn’t this the closest semantic model? 

Vipul: Not semantics but structural components. I think they should be separate. This is a detailed discussion best saved for another time.

Helen: What about concept of sequencing (encounters)?

Vipul: We are behind on agenda. Parsa finish (show RDF graphs example on last slide) and let’s talk about other agenda items next time. Propose that Jypti presents at next call. Vipul will arrange for call organizer for next call.
