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Abstract
The behaviour of logic programs (with various built-in’s) is described in terms of sets of substitutions associated with the control points of the program. These sets are defined by means of an operational semantics $O$, based on a description of unification as predicate transformer. It is shown that $O$ subsumes the semantics of logic programs consisting of the set of computed substitutions obtained from finite prefixes of SLD-derivations with Prolog selection rule. Moreover $O$ is used as base semantics for performing dataflow analysis of logic programs.

1 Introduction
The standard view of logic programming is declarative, i.e., a program is a static description of some predicate or function, and there is no reference to the computational mechanism used to compute it. In the declarative interpretation, the meaning of a program is given model-theoretically as the set of all its logical consequences in the Herbrand domain of ground atoms ([vEK76]). Nevertheless, despite of its simplicity and elegance, this approach has some drawbacks. The soundness and completeness results relating the declarative and operational semantics show that there is a mismatch between them, in the sense that some programs that are operationally different are identified by the declarative semantics. Moreover, the declarative semantics does not apply when extending logic programs with extra-logical features, which are introduced in the programming language for efficiency reasons. Finally, the standard declarative semantics is not suitable for dataflow analysis, since the latter needs also information on the flow of control.

This last argument is the fundamental motivation for this paper: we are interested in methods for dataflow analysis of logic programs which are systematically derived from the semantics. The aim of this paper is to develop a suitable semantics that allows to reason about properties of logic programs which depend on the execution and on the presence of some built-in relations, like var. To this end, it is convenient to understand a logic program from an imperative point of view, where a clause is viewed as a sequence of procedure calls, corresponding to the sequence of atoms in its body. The different nature of logic and imperative programs, due to a different notion of variable and of the basic computational mechanism, does not provide a direct formalization of such a procedural interpretation. As a consequence various approaches have been proposed and a number of semantics for Prolog programs have been introduced to perform dataflow analysis (cf. [AH87]).

This paper does not introduce a new approach: instead, it gives a novel use of techniques originally developed for imperative programs, to describe the meaning of Prolog programs. The novelty amounts to formalize the logic and the control part of a logic program separately, by means of the concepts of predicate transformer and of path, respectively. More precisely, a program is annotated with (labels of) control points, such that each program clause consists, alternatingly, of atoms and control points. Then the flow of control of possible program executions is described in terms of sequences of control points, called paths, while a (strongest postcondition) predicate transformer, acting on sets of substitutions, is used to describe the declarative behaviour of the program. These formalizations of logic and control are combined in the key notion of path strongest postcondition psp, $\pi, \phi$ of a path $\pi$ with respect to a precondition $\phi$ to define an operational semantics $O$. Given a set of substitutions $\phi$, describing the initial values of the variables of the goal-clause, $O(P, \phi)$ associates with each control point a set of substitutions $\psi$, describing
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the possible values of the variables of the program when the execution of the goal-clause starting from an initial value reaches that control point. Such $\psi$ is defined as the union of all the $\text{psp}. \pi. \phi$, obtained considering all paths $\pi$ of the program ending in that control point. A characterization of $O(P, \phi)$ as union $\bigcup_{k=0}^{n} O(k)$ of the partial semantics $O(k)$ is given, by means of the least fixpoint of a continuous operator $F_{\phi}$. In $O(k)$, the meaning of a control point is the union $\bigcup_{k} \text{psp}. \pi. \phi$ obtained considering all paths $\pi$ whose last component is equal to that control point and whose length is less or equal than $k$.

It is shown that $O$ subsumes the semantics of logic programs consisting of the set of computed substitutions obtained from finite prefixes of SLD-derivations with Prolog selection rule.

Then it is shown how $O$ can be used as base semantics to perform automatically dataflow analysis of logic programs at compile-time. Dataflow information is useful for debugging, code optimization, program transformation and even for correctness proofs. We introduce a practical framework based on the approach of P. and R. Cousot ([CC77], [CC79]) to derive a global invariant for every control point of the program. An abstraction $O(k)^{a}$ of the partial semantics $O(k)$ is given by applying a proper abstraction to the $\phi$'s, to the path strongest postcondition $\text{psp}$ and to the operator $\bigcup$. Then an approximation $O^{a}$ of $O$ is obtained by iterating $O(k)^{a}$ from $k = 0$ until a fixpoint is reached.

Related work

Various alternative semantics for logic programming languages have been given. Non-standard declarative semantics have been introduced in [FLMP89] and [AMP92], the first to fill the gap between declarative and operational semantics of logic programs, the second to deal also with some metalogical, built-in relations. Our contribution is related to those approaches which employ mathematical concepts and techniques traditionally applied in the imperative setting. In particular, in [dV90], [dBK90] and [dB91] the semantics of various logic programming languages is investigated by distinguishing between the logic and the control part of a program. Since their aim is to compare logic programming languages with various control features, they focus on the study of the control part, by abstracting completely from the logical part, i.e., from the structure of the atom and the semantical concepts of (S)LD-resolution. A number of alternative semantics of logic programs based on control points have been introduced, as base semantics to perform dataflow analysis. In [Mel87] control points are associated with procedure definitions and a semantics is given, that associates a set of (equivalence classes under variance of) logical terms to a control point. This semantics describes a superset of the observable logical terms. In [JS87] only the entry point of clauses are considered and a denotational semantics of Prolog programs is defined. Our approach presents similarities with those of [Bru91] and [Nil90], where the same notion of control point is considered as here. In [Bru91] an SLD-derivation of a goal is described by means of a proof tree, which is then generalized to consider executions of a class of goals. In [Nil90] a transition system is used, where states are traces whose elements are pairs consisting of one control point and one substitution. The separation of the logic from the control part used in our formalization allows to give a simple and elegant description of (partial) derivation and of state by means of the notions of path and substitutions, respectively and it allows to apply directly techniques for dataflow analysis originally developed in the imperative setting (e.g., [CC79]).

Plan of the paper

The paper is organized as follows. The next section contains some preliminaries, and the definition of strongest postcondition for the unification. In Section 3, the semantics of various built-in's of Prolog is given. In Section 4, the concepts of control point and of path are introduced. In Section 5, the top-down semantics $O$ is given and its relation with the standard operational semantics of logic programs is investigated. In Section 6, $O$ is used as base semantics to perform dataflow analysis. Finally Section 7 gives some conclusions. Due to lack of space, proofs are omitted or only sketched.

2 Preliminaries

We consider logic programs with various built-in's, like arithmetic relations such as $<$ or some metalogical relations like $\text{var}$. A program, denoted by $P$, is a (finite) set of clauses $H \leftarrow A_{1}, \ldots, A_{n}$, together with one goal-clause $\leftarrow B_{1}, \ldots, B_{m}$, where $H$ and the $A_{i}$'s and $B_{i}$'s are atoms and $H$ is not a built-in. Clauses are denoted by $C$, $D$, while $G$ denotes the goal-clause. A clause with empty body is called unitary clause. We consider as execution model LD-resolution, i.e., SLD-resolution with Prolog selection rule where at every resolution step the leftmost atom of a goal is chosen. We call a finite prefix of an LD-derivation
a partial LD-derivation, and the composition of the substitutions computed in a partial LD-derivation $\xi$ is called the computed substitution for $\xi$. Then $O_{LD}(P)$ denotes the set of all computed substitutions of partial LD-derivations of the goal-clause of $P$.

Variables are denoted by $u, v, w, x, y, z$, functions by $f, g, h$ and terms by $r, s, t$. Sequences are denoted by $\mathbf{t}$ or $(t_1, \ldots, t_k)$, and $\cdot$ denotes the operator of concatenation of sequences. The number of elements of a sequence/set $E$ is denoted by $|E|$. For a syntactic object $O$, the set of variables that occur in $O$ is denoted by $\text{vars}(O)$.

2.1 Substitutions

A substitution is a mapping from variables to terms such that its domain, $\text{dom}(\vartheta) \overset{\text{def}}{=} \{ v \mid v \vartheta \neq v \}$, is finite. For a set of variables $X$, the restriction of $\vartheta$ to $X$, denoted by $\vartheta|_X$, is the substitution which is obtained from $\vartheta$ by restricting its domain to $X$.

$\text{Subs}$ denotes the set of all substitutions, whose elements are denoted by lower-case Greek letters. In particular $\epsilon$ is used to denote the substitution with empty domain. A substitution $\varrho$ is called renaming if there exists $\varrho'$ such that $\varrho \varrho' = \epsilon$. For two syntactic expressions $E, E'$, we call $E'$ a variant of $E$ if there is a renaming $\varrho$ s.t. $E' = E \varrho$.

It is well known that the set $2^{\text{Subs}}$ of subsets of $\text{Subs}$ with $(\cap, \cup, \text{Subs}, \emptyset)$ is a complete lattice. Elements of $2^{\text{Subs}}$ are denoted by $\phi, \psi$. Sometimes we shall write true for $\text{Subs}$ and false for $\emptyset$.

We shall make the following assumption on $2^{\text{Subs}}$.

**Assumption 2.1** Sets of substitutions are closed with respect to renaming, i.e., $\alpha \in \phi$ if and only if $\alpha \varrho \in \phi$, for every renaming $\varrho$.

Note that the collection of sets of substitutions which are closed under renaming is again a complete lattice, since closedness under renaming is preserved by both intersection and union.

Below some formulas are given, which describe sets of substitutions that will be used in the later sections. Here $\text{Var}$ denotes the set of variables, $E$ denotes an expression, $\underline{x} = \underline{t}$ is a shorthand for $x_1 = t_1 \cap \ldots \cap x_6 = t_6$, and $\text{mgu}(s, t)$ denotes the set of idempotent most general unifiers of $s$ and $t$.

$$
\begin{align*}
\text{free}(x) & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha \in \text{Var} \text{ and } x_\alpha \notin \text{vars}(y_\alpha) \text{ for all } y \in \text{dom}(\alpha), \text{ with } y \neq x \}; \\
\text{var}(x) & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha \in \text{Var} \}; \\
\text{nonvar}(x) & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha \notin \text{Var} \}; \\
\text{inst}(x, y, z) & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha = y_\mu, \text{ where } \mu \in \text{mgu}(y_\alpha, z_\alpha) \}; \\
\text{gae}(x) & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha \text{ is a ground arithmetic expression} \}; \\
x < y & \overset{\text{def}}{=} \{ \alpha \mid x_\alpha, y_\alpha \text{ are ground arithmetic expressions and } x_\alpha < y_\alpha \}; \\
(t_1 = t_2) & \overset{\text{def}}{=} \{ \alpha \mid t_1 \alpha = t_2 \alpha \}; \\
\exists \varphi & \overset{\text{def}}{=} \{ \alpha \mid \text{there exists } \beta \in \phi \text{ s.t. } y_\alpha = y_\beta \text{ for all } y \neq x \}; \\
\exists E \varphi & \overset{\text{def}}{=} \{ \alpha \mid \text{there exists } \beta \in \phi \text{ s.t. } x_\alpha = x_\beta \text{ for all } x \in \text{vars}(E) \}.
\end{align*}
$$

2.2 Unification

In the imperative setting, the basic statements of a programming language can be described by means of a mapping $\tau : 2^{\text{State}} \rightarrow 2^{\text{State}}$ acting on sets of states ([Flo67], [Dij76], [dB80]). This map is called predicate transformer because a set of states can be represented by means of a predicate of a suitable assertion language. In logic programming, the basic computational mechanism is unification ([Her30], [Rob66]). As observed in [CM93], (elementary) unification can be viewed as a predicate transformer, where states are replaced with substitutions. Formally, for a pair $U = (A, B)$ of atoms define a unifier of $U$ to be a substitution $\vartheta$ such that $A \vartheta = B \vartheta$. A most general unifier for $U$ is a unifier $\vartheta$ such that $\vartheta \gamma = \sigma$ for every other unifier $\sigma$, for some substitution $\gamma$. The set of idempotent most general unifiers for $U$ is denoted by $\text{mgu}(U)$. Notice that substitutions in $\text{mgu}(U)$ are equivalent up to renaming, i.e., for every $\alpha, \beta \in \text{mgu}(U)$, there exists a renaming $\varrho$ such that $\alpha \varrho = \beta$. For a pair $U = (A, B)$ of atoms, unification of instances $U \alpha = (A\alpha, B\alpha)$ of $U$ can be described by a map transforming a substitution into a set of substitutions,

$$
\lambda \alpha. \{ \alpha \mu \mid \mu \in \text{mgu}(U \alpha) \}.
$$
By applying this function to sets of substitutions, unification can be described as a predicate transformer $sp.U : 2^{Subs} \rightarrow 2^{Subs}$ defined as follows.

**Definition 2.2 (Strongest Postcondition of $U$ wrt $\phi$)** For a pair $U$ of atoms and for $\phi$ in $2^{Subs}$,

$$sp.U,\phi \overset{def}{=} \{ \alpha \mu \mid \alpha \in \phi \text{ and } \mu \in mgv(U\alpha) \}.$$ 

\[\square\]

The name *strongest postcondition* is used for the following reason: suppose we have an assertion language, of which the assertions are interpreted as sets of substitutions, and where implication is interpreted as set inclusion. Suppose that an assertion is true if its interpretation equals the set $Subs$. Then $\phi$ is a precondition for $U$ and $sp.U,\phi$ is the strongest postconditions (w.r.t. implication) that holds after the unification of $U$ with respect to the precondition $\phi$.

The following section deals with the semantics of some built-in relations, whose behaviour does not depend on the program in which they occur.

### 3 Predicate Transformer Semantics of Built-in’s

We consider here the built-in’s of Prolog that include the arithmetic relations like $<$, and some metalogical relations like $\text{var}$ and $\text{nonvar}$. The semantics of a logic program is influenced by the presence of such predefined relations (see e.g. [AMP92] for an extended discussion on the complications that they cause). However, the meaning of such built-in’s is independent of the program in which they occur. Therefore we can describe their semantics by means of a (strongest postcondition) predicate transformer $sp$, which computes the strongest postcondition $sp.A,\phi$ of a built-in atom $A$ with respect to the precondition $\phi$.

Table 1 contains the semantics of some of these built-in’s. Notice that here $sp$ takes a built-in atom as argument while in the previous section it takes a pair of atoms. It will be clear by the context which $sp$ is intended.

<table>
<thead>
<tr>
<th>Predicate Transformer Semantics of Built-in’s</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sp.\text{var}(x).\phi$</td>
<td>$\phi \cap \text{var}(x)$</td>
</tr>
<tr>
<td>$sp.\text{nonvar}(x).\phi$</td>
<td>$\phi \cap \text{nonvar}(x)$</td>
</tr>
<tr>
<td>$sp.x &lt; y.\phi$</td>
<td>$\phi \cap (x &lt; y)$</td>
</tr>
<tr>
<td>$sp.x \text{ is } y.\phi$</td>
<td>$\exists x' (\exists x (\phi \cap x = x') \cap gae(y) \cap \text{inst}(x,x',y))$</td>
</tr>
</tbody>
</table>

**Example 3.1** Using Table 1, one obtains the following equalities for the built-in $\text{var}$:

- $sp.\text{var}(x).\text{var}(x) = \text{var}(x)$,
- $sp.\text{var}(x).\text{nonvar}(x) = \text{nonvar}(x) \cap \text{var}(x) = \emptyset$,
- $sp.\text{var}(x).\text{true} = \text{var}(x)$. 

\[\square\]

Notice that the definition of predicate transformer semantics can be extended to include not only built-in relations, but also constraints. Indeed, one can consider a constraint as representing the set of substitutions which satisfies it, and define the strongest postcondition of a constraint $A$ with respect to a precondition $\phi$ as the set of substitutions $\alpha$ which are in $\phi$ and which satisfy $A$. In such a way the semantics of logic programs defined in the following section can be easily extended to logic programs containing constraints (cf. [JM94]).
4 Control Points and Paths

In the procedural interpretation of logic programming, a clause is viewed as a sequence of procedure calls, corresponding to the sequence of atoms of its body. This can be formalized by viewing a clause $C : H \leftarrow A_1, \ldots, A_n$ as a sequence consisting alternatingly of control points $C(i - 1)$ and atoms $A_i$ of the body of $C$, 

$$H \leftarrow C(0) A_1, C(1) \ldots, C(n - 1) A_n C(n).$$

ending with a control point $C(n)$. Control points are described by means of natural numbers. We suppose that $C(0), \ldots, C(n)$ are ordered progressively, i.e., $C(i + 1) = C(i) + 1$ for $i \in \{1, \ldots, n - 1\}$, that distinct clauses of a program are decorated with different control points and that the control points of a program form an initial segment $\{1, 2, \ldots, n\}$ of the natural numbers, where 1 denotes the entry point of the goal-clause. $C(0)$ and $C(n)$ are called the entry point and exit point of $C$, denoted also by $en(C)$ and $ex(C)$, respectively. For an atom $A_i$ in the body of a (goal-)clause $C$, $C(i - 1)$ and $C(i)$ are called the calling point and success point of $A_i$, denoted also by $c(A_i)$ and $s(A_i)$, respectively. It is convenient to assume that all atoms occurring in a program are distinct (one can alternatively use some unambiguous way to refer to occurrences of atoms in the program). $G(0)$ is called the entry point of the program. Notice that $C(0)$ is both the entry point of $C$ and the calling point of $A_1$ and $C(n)$ is both the exit point of $C$ and the success point of $A_n$. Moreover if $C$ is a unitary clause (i.e., with empty body), then $C(0)$ is both the entry point and the exit point of $C$.

Example 4.1 The following program Length is explicitly labelled with its control points.

$$G : \leftarrow 1 \text{ length}(u,v) 2 .$$

$$\begin{align*}
C1 & : \text{ length}([x|y],z) \leftarrow 3 \text{ length}(y,z1), 4 z \text{ is } z1+1 5 .
\end{align*}$$

$$C2 : \text{ length}([ x,0] \leftarrow 6 .$$

Then 1 denotes the entry point of Length. The control point 4 is both the success point $s(\text{length}(y,z1))$ of $\text{length}(y,z1)$ and the calling point $c(z \text{ is } z1+1)$ of $z$ is $z1+1$. The control point 3 is both the entry point $en(C1)$ of $C1$ and the calling point $c(\text{length}(y,z1))$ of $\text{length}(y,z1)$; 5 is both the exit point $ex(C1)$ of $C1$ and the success point $s(z \text{ is } z1+1)$ of $z$ is $z1+1$. Finally 6 is both the entry point $en(C2)$ and the exit point $ex(C2)$ of the clause $C2$.

Partial LD-derivations of a program can be described abstractly as follows by means of sequences of control points called paths.

Definition 4.2 (Path) A path of a program $P$ is a sequence $< p_1, \ldots, p_m >$ of control points of $P$, with $m \geq 1$, such that $p_1$ is a calling point and, for every $k \in [1, m - 1]$, one of the following conditions is satisfied:

(i) $p_k = c(A)$, $A$ not built-in, and $p_{k+1} = en(C)$, such that $A$ and a variant of the head $H$ of $C$ are unifiable;

(ii) $p_k = ex(C)$, $p_{k+1} = s(A)$, $A$ not built-in, and there exists $k' < k$ s.t.

- $p_{k'} = c(A)$ (that is $p_{k'} = p_{k+1} - 1$) and
- for every atom $B$ occurring in $P$

$$|| \{ j : k' < j \leq k, p_j = c(B) \} || = || \{ j : k' < j \leq k, p_j = s(B) \} || ;$$

(iii) $p_k = c(A)$ and $p_{k+1} = s(A)$ (that is $p_{k+1} = p_k + 1$), $A$ built-in.

A path from $i$ to $j$ is a path $< p_1, \ldots, p_m >$ such that $p_1 = i$ and $p_m = j$. The set of paths from 1 to $i$ is denoted by $\text{path}(i)$; the $k$-th element of a path $\pi$ is denoted by $\pi_k$, and the number of elements of a path $\pi$ is called length of $\pi$, denoted by $|\pi|$.

So paths describe possible but not necessary semantically possible partial derivations. In the above definition, condition (i) is satisfied when $A$ is an atom of the body of a clause, $H$ is the head of a variant of a clause and $A$ and $H$ are unifiable. Condition (ii) ensures that when the exit point of a clause $C$ is followed by the success point of an atom $A$, then $c(A)$ was previously reached as well as every control point of all the clauses activated from the call of $A$ until the exit of $C$. Finally, condition (iii) describes the execution of a built-in, which is independent of the program in which it occurs.
Example 4.3 Consider again the program Length. Then \( (1, 3, 3) \) is a path from 1 to 3. \( \text{path}(6) = \{ (1, 6), (1, 3, 6), (1, 3, 3, 6), \ldots \} \) is the set of paths to 6. \((1, 3, 6, 4, 5, 2) \) is a path from 1 to 2. But the sequence \( \pi = (1, 3, 6, 2) \) is not a path: we have that \( 2 = s(\text{length}(u, v)) \) and there is only one occurrence of 1 = \( c(\text{length}(u, v)) \) in \( \pi \). The subsequence \((3, 6) \) contains \( 3 = c(\text{length}(y, z1)) \), but it does not contain \( 4 = s(\text{length}(y, z1)) \). So the second condition of (ii) is not satisfied. Also the sequence \( \pi = (1, 3, 6, 4, 4, 2) \) is not a path, because the subsequence \((3, 6, 4, 4) \) contains one occurrence of 3 and two occurrences of 4, thus violating the second condition of (ii).

5 The Semantics \( \mathcal{O} \)

In this section, we introduce a top-down semantics \( \mathcal{O} \) for logic programs with built-in’s, by combining the concept of path with the concepts of strongest postcondition \( spU \) (of a pair \( U \) of atoms) given in Definition 2.2, and of predicate transformer semantics of built-in’s \( spA \) described in Table 1. This combination allows to define the concept of (path) strongest postcondition \( psp.\pi.\phi \) of a path \( \pi \) with respect to a set of substitutions \( \phi \): \( psp.\pi.\phi \) represents the result of the symbolic execution of the goal-clause with input \( \phi \), by using as computation \( \pi \) and as computational mechanism \( sp \). Notice that if \( \pi \) is not a semantical possible derivation, then the result of the symbolic execution of the goal-clause with input \( \phi \) yields the empty set of substitutions. Informally, \( psp.\pi.\phi \) is computed by transforming \( \phi \) through \( \pi \), applying repeatedly the predicate transformer \( sp \). The semantics of a program is then defined with respect to a set \( \phi \) associated with its entry point, by determining for every control point \( i \) a set \( \phi_i \) of substitutions, where \( \phi_i \) is obtained by taking the union of all the \( psp.\pi.\phi \)'s of paths \( \pi \) in \( path(i) \).

To define \( psp.\pi.\phi \) stepwise the elements of \( \pi \) are processed from left to right until the end of \( \pi \) is reached. To this end an index \( k \) is used to indicate the \( k \)-th element \( \pi_k \) of \( \pi \).

To guarantee the independence of the result from the name of the variables, in LD-resolution a technique called standardization apart is used, which consists of choosing as input clause a variant of the selected clause which is disjoint with all previous input clauses and with the goal-clause.

For a natural number \( i \), we shall define the \( i \)-th variant of a clause or atom. To this end, it is convenient to suppose that clauses of the program \( \mathcal{P} \) have disjoint sets of variables and that with every variable \( x \) of the program there corresponds a countable set of fresh (i.e., not in \( \mathcal{P} \)) variables \( x_i, i = 1, \ldots \). Then the \( i \)-th variant of an atom \( A \), written \( A^i \), is the atom obtained by replacing every occurrence of a variable \( x \) in \( A \) with \( x_i \). The \( i \)-th variant \( C^i \) of a clause \( C \) is defined analogously.

Now, consider the \( k \)-th step of the computation of \( psp.\pi.\phi \), where the control point \( \pi_k \) is selected. Here we use the index \( k \) to guarantee that input clauses are standardized apart: if \( \pi_k \) is the calling point of an atom \( A \) and \( \pi_{k+1} \) is the entry point of a clause \( C \), then the \( k \)-th variant \( C^k \) of \( C \) is considered as input clause. Moreover, the \( j \)-th variant \( A^j \) of \( A \) is considered, where if \( D \) is the (goal-)clause containing \( A \), then \( D^j \) is the variant of \( D \) which has been more recently used, among the variants of \( D \) which have been used in the previous steps and whose (symbolic) execution is not terminated. Such variants are collected in the set \( S \): then \( j \) is equal to the greatest index \( i \) such that \( D^i \) is in \( S \). If such index is undefined then \( A^j \) is taken to be equal to \( A \). Formally, for a clause \( D \), an index \( k \) and a set \( S \) of indexed variants of clauses, we define

\[
call(k, D, S) \overset{\text{def}}{=} \max_{1 \leq i < k}\{i \mid D^i \in S\},
\]

the greatest index \( j \) below \( k \) with which \( D^j \) occurs in \( S \). So \( call(k, D, S) \) is used to recover the variant of the atom of the program which is actually called (hence the name \( call \)). Notice that \( call(k, D, S) \) is undefined when \( S \) does not contain any variant \( D^j \) of \( D \). Therefore the following convention is adopted:

\[
A^{call(k, D, S)} = \begin{cases} \text{the call}(k, D, S)\text{-th variant of } A & \text{if } call(k, D, S) \text{ is defined} \\ A \text{ otherwise} \end{cases}
\]

Thus \( A^j \) is equal to \( A^{call(k, D, S)} \). So to define \( psp.\pi.\phi \), the index \( k \) and the set \( S \) are used, initialized to 1 and to \( \{ \} \), respectively, and \( psp.\pi.\phi(S, \phi) \) is computed stepwise until \( k \) becomes equal to \( |\pi| \). In the \( k \)-th step the actual set of substitutions is transformed using \( sp \); moreover if \( \pi_k \) is the calling point of an atom and \( \pi_{k+1} \) is the entry point of \( C \) then \( C^k \) is added to the actual set \( S \) of variants; if \( \pi_k \) is the exit point of \( C \) then \( C^{call(k, C, S)} \) is removed from \( S \).

Note that a control point is either the calling point of an atom or it is the exit point of a (goal-)clause. Thus \( psp.\pi.\phi(S, \phi) \) can be defined by cases as follows:
• If $k = |\pi|$ then $\text{psp}_k.\pi. (S, \phi) = (S, \phi)$.

• If $k < |\pi|$ then:
  
  (i) If $\pi_k = c(A)$, $A$ not built-in, and $\pi_{k+1} = cn(C)$, with $D$ the clause containing $A$ and $H$ the head of $C$, then
  
  $$\text{psp}_k.\pi. (S, \phi) = \text{psp}_{k+1}.\pi. (S', \psi)$$
  
  where $S' = S \cup \{c^k\}$, $\psi = \text{sp.} (H^k; A^{\text{call}(k, D, S)})$, $(\phi \cap \text{free-vars}(c^k))$.

  (ii) If $\pi_k = \text{ex}(C)$ then
  
  $$\text{psp}_k.\pi. (S, \phi) = \text{psp}_{k+1}.\pi. (S', \phi),$$
  
  where $S' = S \setminus \{C^{\text{call}(k, C, S)}\}$.

  (iii) If $\pi_k = c(A)$, $A$ built-in, with $D$ the clause containing $A$, then
  
  $$\text{psp}_k.\pi. (S, \phi) = \text{psp}_{k+1}.\pi. (S, \psi),$$
  
  where $\psi = \text{sp.} (A^{\text{call}(k, D, S)}) \cdot \phi$.

We call $\text{psp}_k.\pi. (\{ \}, \phi)$ the indexed strongest postcondition of $\pi$ with respect to $\phi$ and $k$, also denoted by $\text{psp}_k.\pi. \phi$.

Thus the index $k$ in the definition of $\text{psp}_k.\pi. (S, \phi)$ has two functions: it keeps track of the control point of the path which is active in the symbolic execution, by considering the $k$-th component of the path, and it is used to guarantee that input clauses are standardized apart, by considering the $(k-1)$-th variant of the chosen clause. Notice also that exit points do not modify sets of substitutions. However exit points are relevant because they guarantee that sequences of calling points of atoms describe correctly the way the corresponding atoms may be called, by updating the set $S$.

The use of the set $S$ in the computation of $\text{psp}_1.\pi. \phi$ is illustrated in the following example. The abbreviation $p(s_1, \ldots, s_m)$ is used for $p(s_1) \cap \ldots \cap p(s_m)$, with $p \in \{\text{var, free, ground}\}$, where $\text{ground}(u)$ denotes the set $\{a | \text{vars}(ua) = \emptyset\}$.

**Example 5.1** The sequence $\pi = (1, 3, 3, 6, 4, 5, 4)$ is a path of the program $\text{Length}$.

Let $\phi = (u = [a, b] \cap \text{var}(v))$. Then $\text{psp}_1.\pi. \phi$ is computed as follows.

1. from case (i) we have that $\text{psp}_1.\pi. (\{ \}, \phi) = \text{psp}_2.\pi. (\{C^1\}, \psi^1)$,
   
   where $\psi^1 = \text{sp.} (\text{length}([x_1, y_1], z_1), \text{length}(u, v)), (u = [a, b] \cap \text{var}(v) \cap \text{free}(x_1, y_1, z_1))$. It is not difficult to check that $\psi^1$ is equal to
   
   $$(u = [a, b] \cap x_1 = a \cap y_1 = [b] \cap v = z_1 \cap \text{var}(z_1, v) \cap \text{free}(z_1))$$

2. from case (i) we have that $\text{psp}_2.\pi. (\{C^1\}, \psi^1) = \text{psp}_3.\pi. (\{C^1, C^2\}, \psi^2)$,
   
   where $\psi^2 = \text{sp.} (\text{length}([x_2, y_2], z_2), \text{length}(y_1, z_1)), (\psi^1 \cap \text{free}(x_2, y_2, z_2))$. It is not difficult to check that $\psi^2$ is equal to
   
   $$(u = [a, b] \cap x_1 = a \cap y_1 = [b] \cap v = z_1 \cap z_2 = b \cap y_2 = [b] \cap \text{var}(z_1, v, z_1, z_2) \cap \text{free}(z_1))$$

3. from case (i) we have that $\text{psp}_3.\pi. (\{C^1, C^2\}, \psi^1) = \text{psp}_4.\pi. (\{C^1, C^2\}, \psi^3)$,
   
   where $\psi^3 = \text{sp.} (\text{length}([], 0), \text{length}(y_2, z_2)), (\psi^2)$. It is not difficult to check that $\psi^3$ is equal to
   
   $$(u = [a, b] \cap x_1 = a \cap y_1 = [b] \cap v = z_1 \cap x_2 = b \cap y_2 = [b] \cap \text{var}(z_1, v, z_1, z_2))$$

4. from case (ii) we have that $\text{psp}_4.\pi. (\{C^1, C^2\}, \psi^3) = \text{psp}_5.\pi. (\{C^1, C^2\}, \psi^3)$.

5. from case (iii) we have that $\text{psp}_5.\pi. (\{C^1, C^2\}, \psi^3) = \text{psp}_6.\pi. (\{C^1, C^2\}, \psi^4)$,
   
   where $\psi^4 = \text{sp.} z_2 \leftarrow z_1 + 1 \cdot \psi^3$. It is not difficult to check that $\psi^4$ is equal to
   
   $$(u = [a, b] \cap x_1 = a \cap y_1 = [b] \cap x_2 = b \cap y_2 = [b] \cap v = z_1 \cap z_1 = z_2 = 1 \cap z_1 = 0 \cap \text{var}(z_1, v)$$
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6. from case (ii) we have that \( psp_0. \pi \cdot (\{C_1^1, C_1^2\}, \psi^4) = psp_7. \pi \cdot (\{C_1^1\}, \psi^4). \)

7. from \( 7 = |\pi| \) we have that \( psp_7. \pi \cdot (\{C_1^1\}, \psi^4) = (\{C_1^1\}, \psi^4). \)

Then \( psp_1. \pi \cdot (\{\}, \phi) \) is equal to \( (\{C_1^1\}, \psi^4). \)

\[ \square \]

To define the strongest postcondition \( psp. \pi. \phi \) of a path \( \pi \) with respect to \( \phi \), we proceed as follows. Let \( psp. \pi. \phi \) be equal to \( (S, \psi) \). For every clause \( C \) of the program, the values described by \( \psi \) of the variables of the variant \( C_J \) of \( C \) are passed into the corresponding variables of \( C \), where \( C_J \) is the last input clause used in the computation of \( psp. \pi. \phi \). The set \( S \) is used to determine \( C_J \), namely \( C_J = C^{cal\{[\pi].C,S}\} \). Moreover all the variables which do not occur in the program are hidden. To this end the following operator \( [-]_{D \rightarrow C} \) is introduced, where \( C \) and \( D \) are sets of clauses such that \( C \) contains distinct clauses and \( D \) is obtained considering one indexed variant of every clause \( C \) of \( C \). Then for \( \phi \) in \( 2^{vars} \):

\[
[\phi]_{D \rightarrow C} \overset{def}{=} \{ \alpha \mid \exists \beta \in \phi \text{ s.t. } x\alpha = \begin{cases} x_i\beta & x \in \text{vars}(C), C \in C, x_i \in \text{vars}(C^i), C^i \in D, \\ x_\beta & x \in (\text{vars}(P) \setminus \text{vars}(C)). \end{cases} \}
\]

**Definition 5.2 (Strongest Postcondition of a Path)** The strongest postcondition of \( \pi \) with respect to \( \phi \) is the set of substitutions

\[
psp.\pi.\phi \overset{def}{=} [\psi]_{D \rightarrow C},
\]

with \((S, \psi) = psp_1. \pi. \phi, \)

\(C = \{C \mid \pi_k \text{ is a control point of } C \text{ for some } k > 1\}; \)

\(D = \{C^{cal\{[\pi].C,S}\} \mid C \in C\}. \)

\[ \square \]

**Example 5.3** Consider the path \( \pi = (1, 3, 3) \) of the program \( \text{Length} \) and the set \( \phi \) of substitutions equal to \( \text{ground}(u) \cap \text{var}(v) \). Then the strongest postcondition \( psp.\pi.\phi \) is computed as follows.

1. \( psp.\pi.\phi = [psp_1. \pi. \phi]_{D \rightarrow (C_1^1)}; \)

2. \( psp_2. \pi. \phi = psp_2. \pi \cdot (\{C_1^1\}, \psi^1), \)

where \( \psi^1 = sp. \cdot \text{length}([x_1[y_1], z_1], \text{length}(u, v), (\text{ground}(u) \cap \text{var}(v) \cap \text{free}(x_1, y_1, z_1)). \)

It is not difficult to show that \( \psi^1 \) is equal to

\[
(z_1 = v \land u = [x_1[y_1] \cap \text{ground}(u) \cap \text{var}(v) \cap \text{free}(z_1))];
\]

3. \( psp_2. \pi \cdot (\{C_1^1\}, \psi^1) = psp_3. \pi \cdot (\{C_1^1, C_1^2\}, \psi^2), \)

where \( \psi^2 = sp. \cdot \text{length}([x_2[y_2], z_2], \text{ground}(y_1, z_1)).(\psi^1 \cap \text{free}(x_2, y_2, z_2)). \)

It is not difficult to show that \( \psi^2 \) is equal to

\[
(z_1 = v \land u = [x_1[y_1] \cap z_2 = z_11 \land y_1 = [x_2[y_2] \cap \text{ground}(u) \cap \text{var}(v, z) \cap \text{free}(z_2))];
\]

4. \( psp_3. \pi \cdot (\{C_1^1, C_1^2\}, \psi^2) = (\{C_1^1, C_1^2\}, \psi^2). \)

Then \( psp_1. \pi. \phi = (\{C_1^1, C_1^2\}, \psi^2). \) Then \( D \) is equal to \( \{C_1^2\}. \)

5. \( [\psi^2]_{C_1^2 \rightarrow (C_1^1)} \) is equal to

\[
\exists x_1, y_1 \cdot (\text{ground}(u) \cap u = [x_1[y_1] \cap y_1 = [x_2[y_2] \land \text{var}(v, z) \cap \text{free}(z_1))].
\]

Then \( psp. \cdot (1, 3, 3), (\text{ground}(u) \cap \text{var}(v)) \) is equal to

\[
\exists x_1, y_1 \cdot (\text{ground}(u) \cap u = [x_1[y_1] \cap y_1 = [x_2[y_2] \land \text{var}(v, z) \cap \text{free}(z_1))].
\]

\[ \square \]

The top-down semantics of a program \( P \) with respect to a set \( \phi \) of substitutions associated with its entry point \( G(0) \) is defined below.
Definition 5.4 (Top-Down Semantics of Control Points) Let \( \{1, \ldots, n\} \) be the set of control points of \( \mathcal{P} \), and \( \phi \) be a set of substitutions. The top-down semantics \( \mathcal{O}(\mathcal{P}, \phi) \) of \( \mathcal{P} \) with respect to \( \phi \) is the tuple \( (\phi_1, \ldots, \phi_n) \), where for \( i \in \{1, \ldots, n\} \)
\[
\phi_i \overset{\text{def}}{=} \bigcup_{\pi \in \text{path}(i)} \text{psp}.\pi.\phi.
\]

Example 5.5 For a program \( \mathcal{P} \), there is only one path to \( G(0)(= 1) \), namely \( \{1\} \). Moreover \( \text{psp}_1.\{1\}.\phi = (\{\}, \phi) \). Hence \( \phi_{G(0)} = \exists X \phi \), with \( X = \text{vars}(\mathcal{P}) \), as expected.

The following property of indexed strongest postconditions of a path is useful. Notice that the set of paths of a program is closed under non-empty prefixing, i.e., if \( \pi \) is a path, then every non-empty prefix \( \pi' \) of \( \pi \) is also a path.

Lemma 5.6 (Compositionality) Let \( \pi \) be a path in \( \text{path}(i) \) and let \( k \) be an index such that \( 1 \leq k < |\pi| \). Then
\[
\text{psp}_k.\pi.\phi = \text{psp}_{|\pi'|}.\pi.(\text{psp}_k.\pi'.\phi),
\]
where \( \pi = \pi' \cdot \{i\} \).

Proof. One can prove by induction on \(|\pi| - k\) that \( \text{psp}_k.\pi.(S, \phi) = \text{psp}_{|\pi'|}.\pi.(\text{psp}_k.\pi'.(S, \phi)) \), for every \( S \). Then the result follows by considering \( S = \{\} \).

5.1 Bottom-Up Semantics \( \mu(\mathcal{F}_\phi) \)

Now a characterization of the semantics \( \mathcal{O} \) by means of the least fixpoint of a suitable continuous operator is given. Consider a program \( \mathcal{P} \) and let \( \{1, \ldots, n\} \) be the set of control points of \( \mathcal{P} \). Let \( \text{Path} = \bigcup_{i \in \{1, \ldots, n\}} \text{path}(i) \), and let \( V(\mathcal{P}) = \bigcup_{i \geq 0} \mathcal{P}^i \) where for an index \( i, \mathcal{P}^i = \{C \mid C \text{ clause of } \mathcal{P}\} \) is the set of \( i \)-variants of the clauses of \( \mathcal{P} \). Then consider the set
\[
D = 2^{\text{Path} \times V(\mathcal{P}) \times 2^{\text{sub}}}.
\]
\( D \) with \((\cap, \cup, D, \emptyset)\) is a complete lattice. For a set \( \phi \) of \( 2^{\text{sub}} \) define \( \mathcal{F}_\phi : D \rightarrow D \) such that, for \( T \in D \):
\[
\mathcal{F}_\phi(T) = \{((1), \{\}, \phi)\} \cup \{(\pi', S', \psi') \mid \text{there is } (\pi, S, \psi) \text{ in } T \text{ s.t. } \pi' = \pi \cdot \{j\} \text{ is in } \text{path}(j) \text{ for some } j, \text{ and } (S', \psi') = \text{psp}_|\pi'|.\pi.(S, \psi)\}.
\]
One can easily verify that \( \mathcal{F}_\phi \) is continuous. Then the least fixpoint \( \mu(\mathcal{F}_\phi) \) of \( \mathcal{F}_\phi \) is equal to \( \bigcup_{k=0}^\omega \mathcal{F}_\phi^k(\emptyset) \).
To characterize \( \mathcal{O} \) using \( \mu(\mathcal{F}_\phi) \) the following lemma is used.

Lemma 5.7 Let \( k \geq 0 \). Then \( \bigcup_{j=0}^k \mathcal{F}_\phi^j(\emptyset) = \{((\pi, S, \psi) | (S, \psi) = \text{psp}_1.\pi.\phi, \text{with } |\pi| \leq k\} \).

Proof. Induction on \( k \), using Lemma 5.6.

Theorem 5.8 For \( i \in \{1, \ldots, n\} \), let \( \mu(\mathcal{F}_\phi)_{\text{path}(i)} \) be the set of triples \( (\pi, S, \psi) \) of \( \mu(\mathcal{F}_\phi) \) such that \( \pi \) is in \( \text{path}(i) \). Let \( \mathcal{O}(\phi, \mathcal{P}) = (\phi_1, \ldots, \phi_n) \). Then
\[
\phi_i = \bigcup_{(\pi, S, \psi) \in \mu(\mathcal{F}_\phi)_{\text{path}(i)}} [\psi]_{\mathcal{D} - C},
\]
where \( C = \{C \mid \pi_k \text{ is a control point of } C \text{ for some } k > 1\} \) and \( \mathcal{D} = \{C^{\text{call}}(|\pi|, \text{C }, \text{S}) \mid C \in C\} \).

The following result follows.

Corollary 5.9 Let \( \mathcal{P} \) be a program and let \( \phi \) be a set of substitutions. Then
\[
\mathcal{O}(\mathcal{P}, \phi) = \bigcup_{k=0}^\omega \mathcal{O}(k)(\mathcal{P}, \phi),
\]
where for \( i \in \{1, \ldots, n\} \) the \( i \)-th component of \( \mathcal{O}(k)(\mathcal{P}, \phi) \) is \( \mathcal{O}(k)(\mathcal{P}, \phi)_i \overset{\text{def}}{=} \bigcup_{\pi \in \text{path}(i), |\pi| \leq k} \text{psp}_1.\pi.\phi. \)
5.2 Relation between $\mathcal{O}$ and $\mathcal{O}_{LD}$

We show that $\mathcal{O}$ subsumes $\mathcal{O}_{LD}$. Recall that, for a program $\mathcal{P}$, $\mathcal{O}_{LD}(\mathcal{P})$ is the set of computed substitutions of partial derivations of the goal-clause of $\mathcal{P}$. First, LD-resolvents of built-in’s are described in accordance with their predicate transformer semantics. Next, a correspondence between paths and partial derivations is defined: a suitable partial derivation $\pi(\xi)$ is associated with a path $\pi$ and conversely a suitable path $\pi(\xi)$ is associated with a partial derivation $\xi$. This correspondence is used to prove that $\mathcal{O}$ subsumes $\mathcal{O}_{LD}$.

LD-resolvents of built-in’s are described as follows.

**Definition 5.10** Let $A$ be a built-in, let $\phi$ in $2^{Subs}$. For every sequence $B_1, \ldots, B_m$ of atoms, for every $\alpha$ in $\phi$, the goal $\leftarrow (A, B_1, \ldots, B_m)\alpha$ has the resolvent $\leftarrow (B_1, \ldots, B_m)\alpha\beta$ if and only if $\alpha\beta \in (sp.A, \phi)$.

Next, a path $\pi(\xi)$ is constructed from a partial LD-derivation $\xi$ as follows. The indexes $j$ and $k$ are used to indicate the $j$-th goal $\xi_j$ of $\xi$ and the $k$-th component $\pi_k$ of $\pi$, respectively, while the index $m$ is used to point to a suitable goal of $\xi$. Moreover for an atom $A$ of a goal in a partial LD-derivation we use for simplicity $c(A)$ and $s(A)$ to denote, respectively, the calling point and the success point of the atom of the program from which $A$ is obtained.

**Definition 5.11 (Path of a Partial Derivation)** Let $\xi$ be a partial LD-derivation of $G$ in $\mathcal{P}$. The path $\pi(\xi)$ associated with $\xi$ is defined by the following algorithm. Initialize $m$, $j$ and $k$ to 1. Set $\pi(\xi)_1$ to $G(0)$. Repeat the following step until $j = |\xi|$ (recall that $|\xi|$ denotes the length of $\xi$).

- Set $j$ to $j + 1$ and $k$ to $k + 1$;
  1. If $\xi_j$ is the empty clause then (update).
  2. Otherwise, if $\xi_j$ is obtained using a unitary clause $C$ then
    - set $\pi(\xi)_k$ to $en(C)$;
    - (update)
    - set $k$ to $k + 1$ and set $\pi(\xi)_k$ to $c(A)$, where $A$ is the leftmost atom of $\xi_j$.
  3. Otherwise, if $\xi_j$ is obtained using a non-unitary clause $C$ then set $\pi(\xi)_k$ to $en(C)$.
  4. Otherwise, if $\xi_j$ is obtained by resolving a built-in $B$ then
    - set $\pi(\xi)_k$ to $s(B)$; if $s(B)$ is the exit point of a clause, then (update);
    - set $k$ to $k + 1$ and $\pi(\xi)_k$ to $c(A)$, where $A$ is the leftmost atom of $\xi_j$.

where (update) is the following step:

let $A_{m-2}$ be the sequence of the selected (i.e., leftmost) atoms of $\xi_m, \ldots, \xi_{j-1}$. For every $i \in [1, m - j + 2]$ set $\pi(\xi)_{k+i}$ to $s(A_{i+j-2})$; set $k$ to $k + (m - j)$ and set $m$ to $j$.

Note that $\pi(\xi)$ is well-defined, i.e., it is a path of $\mathcal{P}$. In fact, $\pi(\xi)_1 = G(0)$ and conditions (i),(iii) of Definition 4.2 are immediate. Moreover if a success point of an atom, say $A$, is introduced, say in $\pi(\xi)_k$, then $\pi(\xi)_{k+1}$ is the exit point of a clause and the calling point of $A$ has been introduced in $\pi(\xi)_k$, for some $k' < k$. Then $k'$ satisfies condition (ii) because of the order in which success points are introduced in $\pi(\xi)$ by means of step (update).

Now, given a path $\pi$, a partial LD-derivation $\xi(\pi)$ is constructed, by considering variants of input clauses obtained using $\pi$. To construct $\xi(\pi)$ components of $\pi$ are possibly marked.

**Definition 5.12 (Partial Derivation of a Path)** Let $\pi$ be a path of $\mathcal{P}$ such that $\pi_1$ is the entry point of $\mathcal{P}$. The following algorithm defines the partial LD-derivation $\xi(\pi)$ associated with $\pi$. Initially no component of $\pi$ is marked.

- Set the first goal of $\xi(\pi)$ to $G$. Set $k$ to 0.
- Repeat the following step until $k = |\pi|$ or $\xi(\pi)_k$ is marked as failed:
Set $k$ to $k + 1$. Let $A$ be the selected atom of $\xi(\pi)_k$. If $A$ is a built-in then: if it has no resolvent then mark $\xi(\pi)_k$ as failed, otherwise set $\xi(\pi)_{k+1}$ to be the resolvent of $\xi(\pi)_k$. If $A$ is not a built-in then: let $j$ the least index such that $\pi_j$ is not marked and $\text{en}(C) = \pi_j$; if there is not a resolvent of $A$ and $C^j$ then mark $\xi(\pi)_k$ as failed, otherwise set $\xi(\pi)_{k+1}$ to be the resolvent of $\xi(\pi)_k$ and mark $\pi_j$. □

By construction $\xi(\pi)$ is a partial LD-derivation of $G$ in $P$. Note that $\pi = \pi(\xi(\pi))$.  

Theorem 5.13 (O subsumes O_{LD})

(i) Let $\pi$ be a path of $P$ such that $\pi_1$ is the entry point of $P$. Let $\text{psp}_1, \pi, \{\epsilon\} = (S, \psi)$ and suppose that $\eta$ is in $\psi$. Then $\eta$ is the computed substitution of $\xi(\pi)$.

(ii) Let $\xi$ be a partial LD-derivation of $G$ in $P$. Suppose $\xi(\pi(\xi))$ has computed substitution $\eta$. Let $\text{psp}_1, \pi(\xi), \{\epsilon\} = (S, \psi)$. Then $\eta$ is in $\psi$.

Proof.
(i) Induction on $|\pi|$, using Definition 5.10 and Lemma 5.6.
(ii) Induction on the number of goals of $\xi(\pi(\xi))$, using Lemma 5.6. □

As a consequence $O$ subsumes the model-theoretic semantics by Apt et al. for logic programs with built-in’s given in [AMP92] ($\mathcal{M}$ for short), in the following sense.

Corollary 5.14 Let $P$ be a program with goal-clause $\leftarrow A$. Consider $\phi_{\text{rel}}(A)$ in $O(P, \{\epsilon\})$. If $\eta \in \phi_{\text{rel}}(A)$ then $\langle A, \eta |_{\text{vars}(A)} \rangle \in \mathcal{M}(P)$. Conversely if $\langle A, \eta \rangle \in \mathcal{M}(P)$ then there exists $\eta' \in \phi_{\text{rel}}(A)$ s.t. $(\eta') |_{\text{vars}(A)} = \eta$.

Proof. From the soundness and completeness results for $\mathcal{M}$, proven in [AMP92], $\mathcal{M}(P)$ is the set of pairs $(A, \eta)$ such that $\leftarrow A$ has an LD-refutation in $P$ with computed answer substitution $\eta$. The result then follows by Theorem 5.13. □

6 Application

Here we illustrate how $O$ can be used to define an abstract interpretation framework for dataflow analysis of logic programs. Although the original work on abstract interpretation was intended for imperative programs ([CC77]), it has been widely applied to declarative programming languages, due to the generality of its basic scheme (cf. [AH78], [CC92]). First, the concrete domain $\text{Conc}$ equipped with a partial order $\subseteq$ is approximated by an abstract domain $\text{Abs}$ equipped with a partial order $\subseteq$, such that there is a Galois connection $(f_a, f_c)$ between $\text{Conc}$ and $\text{Abs}$, i.e., $f_a : \text{Conc} \rightarrow \text{Abs}$, $f_c : \text{Abs} \rightarrow \text{Conc}$ are total monotone functions such that $f_a f_c (\phi) \subseteq \phi^a$ for all $\phi^a$ in $\text{Abs}$, and $\psi \subseteq f_c f_a (\psi)$ for all $\psi$ in $\text{Conc}$. Next, given a concrete semantics of the program defined as the least fixpoint $\mu (F)$ of an operator $F$ over $\text{Conc}$, an abstract interpretation framework computes an element $(\mu F)^a$ of $\text{Abs}$ such that $f_a (\mu F) \subseteq (\mu F)^a$.

This approach can be applied to the semantics $O$, by using the characterization of $O$ given in Corollary 5.9.

Example 6.1 We illustrate the application of the framework with a simple mode inferencing system. Let $\text{Conc} = 2^{\text{Subs}}$ and let $\text{Abs}$ be the set of assertions of the assertion language $A$ whose variables are those occurring in the considered program, with $\text{ground}(s)$ and $\text{var}(s)$ as atomic predicates and with $\land$ and $\neg$ as logical operators (also, $\phi^a \lor \psi^a$ is used as an abbreviation for $\neg (\phi^a \land \psi^a)$). Consider $f_c$ defined as follows:

$$f_c (\phi^a) = \begin{cases} 
\{ \} & \text{if } \phi^a = \text{false} \\
\{ \alpha | \text{so is a ground term} \} & \text{if } \phi^a = \text{true} \\
\{ \alpha | \text{so is a variable} \} & \text{if } \phi^a = \text{ground}(s) \\
f_c (\phi_1^a) \land f_c (\phi_2^a) & \text{if } \phi^a = \phi_1^a \land \phi_2^a \\
\text{Subs} \setminus f_c (\phi_1^a) & \text{if } \phi^a = \neg \phi_1^a 
\end{cases}$$
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Recall that for $i \in \{1, \ldots, n\}$ $O(k)_{i} = \bigcup_{\pi \in \text{path}(s, \pi): |\pi| \leq k} \text{psp}: \pi, \phi$. Then one can define the $n$-tuple $O(k)^{n} = (O(k)_{1}^{n}, \ldots, O(k)_{n}^{n})$ of assertions of $\textit{Abs}$ as follows. For a path $\pi$ and for $\phi^{a}$ in $\textit{Abs}$ consider the assertion $\text{psp}: \pi, \phi^{a} \overset{\text{def}}{=} \textit{SP}(C, D, \psi \land \textit{free}(\text{vars}(C)), \psi = \text{psp}_{1}, \pi, \phi^{a}$ defined replacing $\textit{sp}$ with $\textit{SP}$ in the inductive definition of $\text{psp}: \pi, \phi(S, \phi)$ given in Section 5. Here $\textit{SP}$ stands for an algorithm which, for a given pair $U$ of atoms and for an assertion $\phi$ in $\textit{Ass}$, computes an assertion $\psi$ equivalent to $sp$.$U$.$\phi$ (equivalent means that the interpretation of $\psi$ as sets of substitutions is equal to $sp$.$U$.$\phi$).

Such an algorithm was introduced in [CM93] where the set $\textit{Ass}$ of assertions there considered contains $\textit{Abs}$; moreover for every set $\phi$ of substitutions used in Table 1 to define the semantics of built-in's, $\textit{Ass}$ contains an assertion equivalent to $\phi$.

Note that the natural extension of $\textit{SP}$ to pairs of the form $(C, D)$ is used in the definition of $\text{psp}$, where $C$ is a set of distinct clauses and $D$ is obtained by considering one variant of every clause $C$ of $C$. Then $\textit{SP}(C, D, \phi)$ computes an assertion equivalent to the set $sp(C, D, \phi)$ of substitutions $\alpha$ such that $\alpha \in \phi$ and $\mu$ is in $\text{mgu}(Ca, Da)$: a unifier of such a pair is defined as a unifier of all the $(Ca, Da)$'s, with $C$ in $C$ and $D$ the corresponding variant of $C$ in $D$.

Moreover for a built-in atom $A$ define $\textit{SP}.A.\phi$ to be equal to the assertion of $\textit{Ass}$ equivalent to the set of substitutions $sp$.A.$\phi$, defined using Table 1.

Now, $\text{psp}$.$\pi, \phi^{a}$ is not in general an assertion of $\textit{Abs}$, because it can contain also the predicate symbols $\textit{free}$, $\textit{gae}$, $<$, $=$ and $\textit{inst}$ and the quantifier $\exists$. Then it can be transformed in an element $(\text{psp}$.$\pi, \phi^{a})^{a}$ of $\textit{Abs}$ as follows: every atomic predicate $\textit{free}(s)$ is transformed in $\textit{var}(s)$, $\textit{gae}(s)$ is transformed in $\textit{ground}(s)$, $s < t$ is transformed in $\textit{ground}(s) \land \textit{ground}(t)$, and $s = t$ becomes $(\textit{ground}(s) \leftrightarrow \textit{ground}(t)) \land (\textit{var}(s) \leftrightarrow \textit{var}(t))$; while the predicate $\textit{inst}$ and the quantifier $\exists$ are simply deleted as well as the corresponding bounded variables.

Thus $O(k)^{a} = \bigcup_{\pi \in \text{path}(s, \pi)} (\text{psp} : \pi, \phi^{a})^{a}$. Hence the $O^{a}$ is obtained by iterating $O(k)^{a}$ from $k = 0$ until a fixpoint is reached.

We apply this system for abstract interpretation to the program $\textit{Length}$:

\begin{align*}
G: & \quad \leftarrow 1 \text{ length}(u, v) 2 . \\
C1: & \quad \text{length}([x][y], z) \leftarrow 3 \text{ length}(y, z1), 4 \text{ z is z1+1 5 .} \\
C2: & \quad \text{length}([], 0) \leftarrow 6 .
\end{align*}

Let $\phi = \textit{ground}(u) \land \textit{var}(v)$. Then $O(\phi, P)^{a}$ is computed as follows, where $p(x_{1}, \ldots, x_{n})$ is used as an abbreviation for $p(x_{1}) \land \ldots \land p(x_{n})$, with $p \in \{\textit{var}, \textit{ground}\}$. Denote by $\text{ipath}$ the set of paths of length $i$ whose first element is $G(0)$.

- $0\text{path} = \emptyset$. Then $O(0)^{a}$ is equal to $(\text{false}, \ldots, \text{false})$;
- $1\text{path} = \{(1)\}$. Then $O(1)^{a}$ is equal to $(\textit{ground}(u) \land \textit{var}(v), \text{false}, \ldots, \text{false})$;
- $2\text{path} = \{(1, 3), (1, 6)\}$. Then $O(2)^{a}$ is equal to

\begin{align*}
(\textit{ground}(u) \land \textit{var}(v), & \text{false}, \textit{ground}(u) \land \textit{var}(v), \text{false}, \ldots, \text{false}) ; \\
(\textit{ground}(u) \land \textit{var}(v), & \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \text{false}, \text{false}) .
\end{align*}

- $3\text{path} = \{(1, 3, 3, (1, 3, 6), (1, 6, 2)\}$. Then $O(3)^{a}$ is equal to

\begin{align*}
(\textit{ground}(u) \land \textit{var}(v), & \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{false}, \text{false}) ;
\end{align*}

- $4\text{path} = \{(1, 3, 3, 3, (1, 3, 6), (1, 3, 6, 4)\}$. Then $O(4)^{a}$ is equal to

\begin{align*}
(\textit{ground}(u) \land \textit{var}(v), & \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{false}, \text{false}) .
\end{align*}

- $5\text{path} = \{(1, 3, 3, 3, 3, (1, 3, 3, 6), (1, 3, 6, 4), (1, 3, 6, 4, 5)\}$. Then $O(5)^{a}$ is equal to

\begin{align*}
(\textit{ground}(u) \land \textit{var}(v), & \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{false}, \text{false}) .
\end{align*}

- $6\text{path} = \{(1, 3, 3, 3, 3, (1, 3, 3, 3, 6), (1, 3, 3, 6, 4), (1, 3, 3, 6, 4, 5)\}$. Then $O(6)^{a}$ is equal to

\begin{align*}
(\textit{ground}(u) \land & \textit{var}(v), (\textit{ground}(u) \lor \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{false}, \text{false}) ;
\end{align*}

\begin{align*}
(\textit{ground}(u) \land & \textit{var}(v), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{ground}(u), \textit{false}, \text{false}) .
\end{align*}
- \( O(7)^a = O(6)^a \).

Then \( O^a(\phi, P) \) is equal to \( O(6)^a \).

\[ \square \]

7 Conclusion

In this paper we studied the behaviour of a logic program with various built-in’s by means of invariants associated with its control points, by introducing the novel concepts of path and of strongest postcondition of a path with respect to a precondition. We developed an operational model \( O \) and proved that \( O \) subsumes the semantics of logic programs consisting of the set of computed substitutions of finite prefixes of LD-derivations. Next, we derived from \( O \) an abstract interpretation framework for dataflow analysis. The quality of a system for an abstract interpretation is based on the precision of the information the system gives and on its efficiency. The art of abstract interpretation consists in finding systems where both requirements are sufficiently fulfilled. The system for mode inference sketched in the final example of this paper is good in precision but not very efficient, due to the use of the algorithm \( SP \). So, it remains to be investigated how good systems for abstract interpretation can be obtained from our framework.

Another interesting topic for future research is to use the semantics to study termination of logic programs with respect to a precondition. Moreover we would like to investigate the use of a weakest precondition predicate transformer up to define the semantics of a logic program with respect to a set of output substitutions, by using the notion of path. Finally, how this semantics could be extended to describe the behaviour of logic programs containing negation is an open question.

The contribution of this paper should be considered as a novel use of well-known techniques from the imperative setting to describe the meaning of a logic program. Its relevance is both theoretical and practical: from the theoretical point of view, we showed that, despite of the different nature of logic and imperative programs, due to a different notion of variable and of the basic computational mechanism, logic programs naturally support programming styles and techniques originally developed for imperative programs. From the practical point of view, we provided a suitable base semantics to perform dataflow analysis of logic programs.
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